Attempts to construct artificial systems from biological molecules such as DNA and RNA by self-assembly are compatible with the recent development of synthetic biology. Genetic mechanisms can be used to produce or control artificial structures made from DNA and RNA, and these structures can in turn be used as artificial gene regulatory elements, \textit{in vitro} as well as \textit{in vivo}. Artificial biochemical circuits can be incorporated into cell-like reaction compartments, which opens up the possibility to operate them permanently out of equilibrium. In small systems, stochastic effects become noticeable and will have to be accounted for in the design of future systems. [DOI: 10.2976/1.2896331]
also with their incorporation into artificial cells or living systems. We will also address issues related to the operation of such networks in small reaction volumes, in which stochastic effects are expected to play an important role.

The goals and benefits of a fusion of DNA nanotechnology with synthetic biology are diverse: On the one hand, DNA nanotechnology can deliver concepts and components for artificial structures to be implemented in biological systems. For example, RNA nanodevices may be used as artificial riboswitches, and certain DNA computing algorithms may be implemented in vivo. On the other hand, artificial or biological cells may be used for the production of RNA based nanostructures and for control of complex multistage nanoassembly.

NUCLEIC ACIDS AS COMPONENTS FOR SYNTHETIC BIOSYSTEMS

DNA and RNA nanostructures

DNA nanotechnology was established by Nadrian Seeman more than 25 years ago (Seeman, 1982). It is based on the precisely predictable molecular recognition events between DNA strands with complementary sequences. Since its first inception, DNA molecules have been used to construct increasingly complex supramolecular structures, ranging from three-dimensional objects (Chen and Seeman, 1991; Shih et al., 2004; Goodman et al., 2005; Douglas et al., 2007) over two-dimensional (2D) lattices (Winfree et al., 1998; Yan et al., 2003a) to arbitrary 2D patterns (Rothemund, 2006). For details the reader is referred to a number of excellent reviews on the subject (Seeman, 2004; Seeman and Lukeman, 2005; LaBean and Li, 2007). From the perspective of synthetic biology, it is particularly interesting to also consider RNA based nanostructures, as one can envision in vivo production of such structures by transcription. In nature, RNA only rarely is used as a structural element. One prominent exception here is pRNA (Guo et al., 1998; Shu et al., 2004), which is involved in the DNA packaging motor of phage phi29. Nevertheless, Jaeger and co-workers could demonstrate a variety of RNA assemblies comparable in complexity to those realized with DNA (Chworos et al., 2004; Jaeger and Chworos, 2006). One of the problems for in vivo RNA nanoconstruction is the rapid degradation of RNA. However, recent work suggests that degradation can be avoided by incorporating tRNA structures into the transcripts (Ponchon and Dardel, 2007).

Even though the accomplishments of DNA and RNA-based nanoassembly are extremely impressive—and today represent the most advanced “bottom up” nanotechnology—current self-assembly strategies capture only part of the complexity found in biological self-organization. In DNA nanoconstruction, one usually tries to find DNA sequences, which assemble into a desired thermal equilibrium structure. Careful annealing is used to direct the assembly process into this structure.

In contrast, many structures in biological systems are inherently nonequilibrium structures. For instance, the cytoskeleton is composed of dynamic protein filaments, which are in a constant process of assembly and disassembly, consuming ATP or GTP molecules. Furthermore, for building complex structures it is sometimes necessary to control the spatial and temporal order of assembly. Biological examples for this are the complex intracellular rearrangements preceding cell division, or the development of multicellular organisms.

To achieve similar complexity also for nanoassembly, it may be necessary to incorporate self-assembly processes into nonequilibrium thermodynamic systems (Qian, 2005) and direct them using molecular control circuits. Other desirable, bioinspired features for self-assembling structures include adaptability and evolvability. In fact, sequence evolution experiments (Koltermann and Kettling, 1997; Schuster, 1997; Joyce, 2007) and in vitro selection of functional nucleic acids (Wilson and Szostak, 1999) indicate that evolutionary processes could be also exploited for the realization of artificial structures made from DNA or RNA.

A different concept, but clearly related to the spirit of synthetic biology, is the idea of a “translation machinery” for nanotechnology (Garibotti et al., 2007). According to the central dogma of molecular biology (and disregarding regulatory RNAs for a moment), genetic information stored on a DNA sequence is translated—via an RNA intermediate—to an amino acid sequence, which folds into a protein. A similar approach is highly desirable for the production of complex materials. One can envision the translation of assembly information stored on an informational molecule (again, e.g., DNA) into a programmed sequence of materials (see also Kauffman and Ellington, 1999; Li and Liu, 2004; Halpin and Harbury, 2004; Scheuermann et al., 2006). In contrast to conventional chemical approaches, with such machinery one could realize, e.g., block copolymers with arbitrary, preprogrammed sequences of blocks, or chains of nanoparticles with aperiodic order. While the artificial translation machinery developed by Garibotti et al. most probably cannot be used to produce artificial materials in vivo, this may be possible using the modified (“orthogonal”) ribosomal systems developed, e.g., by Chin and co-workers (Rackham and Chin, 2005; Chin, 2006).

Molecular machines and computers

Apart from nanoconstruction, in recent years DNA-based molecular recognition has been used to realize numerous machine-like assemblies with mechanical or information-processing properties (Seeman, 2005; Bath and Turberfield, 2007). These devices are composed of single or multiple strands of DNA, which fold into a particular, in most of the cases rationally designed, structure. The conformation of the devices can be switched between several structures by the addition of DNA or RNA strands, or by a change in buffer.
conditions. In this manner, the devices can act as simple sensors for the DNA sequences or environmental factors they react on. The conformational changes can also be utilized to induce mechanical motion, and structures displaying rotational (Mao et al., 1999; Yurke et al., 2000; Yan et al., 2002) and translational movement (Shin and Pierce, 2004; Sherman and Seeman, 2004; Bath et al., 2005; Venkataraman et al., 2007) have been demonstrated. Recently, the adaptation of functional nucleic acids for DNA nanodevices has considerably enhanced their versatility (Dittmer et al., 2004). Aptamers—oligonucleotides which bind specifically to other molecules—and ribozymes—nucleic acids with catalytic function—have been used to realize novel biosensors (Lu and Liu, 2006) and autonomous molecular computing devices (Stojanovic and Stefanovic, 2003; Penchovsky and Breaker, 2005).

Since Adleman’s original work on DNA-based computation (Adleman, 1994), a large variety of examples for DNA-based information processing have been demonstrated (Ezziane, 2006). DNA has been utilized for a molecular realization of finite state automata (Benenson et al., 2001; Benenson et al., 2004), and simple computer algorithms have been implemented in molecular self-assembly to produce supramolecular patterns (Yan et al., 2003b; Rothemund et al., 2004).

Even more than for supramolecular assemblies, it seems straightforward to incorporate nucleic acid based nanodevices and computers into synthetic biological systems. First, biological cells could be simply used to produce RNA nanodevices by transcription. Second, gene regulatory mechanisms can be used to control the time of production of the nanodevices and naturally occurring RNA—e.g., microRNA—or RNA transcribed from artificial control genes can be used to drive them. Finally, concepts from DNA nanotechnology and DNA computing can be adapted to devise novel strategies for the control of gene transcription and translation. Due to their comparatively simple and programmable structures, RNA-based devices and control circuits should also be of considerable interest as components for artificial cells (Szostak et al., 2001; Pohorille and Deamer, 2002; Forster and Church, 2006).

A conceptual overview of the relation between DNA nanotechnology and synthetic biology is depicted in Fig. 1. One can envision “production genes” which code for RNA-based nanostructures, which self-assemble upon transcription, and “control genes,” which control the temporal order of production and the behavior of molecular devices. The devices themselves may also have regulatory function and feed back into the control circuits. Artificial control and construction circuits may be incorporated into natural biological systems, or may be part of artificial cell-like reaction compartments.

SYNTHETIC CIRCUITS IN VITRO

In live cells, signal transduction and information processing, needed, e.g., for survival and reproduction, are based on many species of interacting “modules” and molecules (Hartwell et al., 1999). There are different approaches to investigate the properties of these functional circuits. The reductionist systems biology approach attempts to explain the behavior of these circuits by trying to reveal the complex interplay of the circuit components. Although recent genetic and biochemical techniques allow for identification of many molecular components of biological organisms, one still cannot reliably predict more complex circuit behavior except for the simplest systems. In synthetic biology, as a complementary approach to study biological systems behavior, less complicated analogs of natural circuits are constructed. These artificially engineered circuits can be used to verify theoretical models, and thereby confirm and advance current understanding of biological complexity. In this way, synthetic biology complements insights already gained by systems biology. If simple, well-characterized artificial circuits can be arranged into more complex networks with behavior that can be predicted from that of the individual components, an understanding of regulatory processes from first principles seems possible. Furthermore, it should then be possible to construct novel functions and behaviors from well-characterized circuit modules, which has obvious and exciting implications for bionanotechnology.

A variety of synthetic networks with fascinating behavior have already been implemented in cells by rearranging known regulatory components, among them a bistable circuit (Gardner et al., 2000), a genetic oscillator (Elowitz and
Leibler, 2000), a sender-receiver system (Weiss and Knight, 2000) and an artificial system for population control based on quorum sensing (You et al., 2004).

Analysis and modeling of these systems are challenging because of the many unknown parameters in the cellular host environment. In vitro reconstruction of genetic circuits with known components in an artificial cell-like environment, e.g., vesicles, is one possibility to overcome these limitations.

Cell-free genetic circuit assembly
In a first step towards in vitro genetic networks, Noireaux et al. (2003) constructed cell-free circuits using a commercial transcription/translation system based on a cell extract (Noireaux et al., 2003). These circuits consisted of engineered transcriptional activation and repression cascades, in which protein products from each stage of the cascade were used as an input to activate or inhibit the following stage. Cell-free expression systems exhibit several advantages over in vivo protein synthesis because larger parameter ranges can be studied, gene and polymerase concentrations can be controlled and reporter measurements are quantitative. One-, two-, and three-stage gene expression cascades were constructed and used to study basic principles of cell-free genetic circuit assembly. Many applications of cell-free protein expression were optimized for maximal protein synthesis and thus focused on mRNA stability and reduction of nuclease activity (Jermutus et al., 1998). Noireaux et al. could show, that engineering in vitro genetic circuits using cell-free expression systems requires optimization of different parameters. Absence of a continuous supply with nutrients (even in ATP regenerating systems) and the accumulation of waste products limit the expression in batch mode.

In principle, continuous expression systems could solve this problem (Spirin et al., 1988). Bar-Ziv and co-workers (Buxboim et al., 2007) recently developed an elegant approach to such a continuous system, which also provided the solution to another problem of current cell-free gene expression methods: in experiments conducted in bulk solution or microcompartments, reactions are not “localized.” This is in contrast to the situation found in highly structured biological cells, where several stages of information-processing cascades are often co-localized. Therefore, natural gene circuit behavior is also influenced by reaction-diffusion effects. To be able to place several reaction sites into immediate vicinity, Buxboim et al. developed a technology for controlled cell-free gene expression on a microchip. To this end, a novel photoactivatable hybrid molecule was designed that forms a biocompatible lithographic interface on SiO₂. This interface is used to immobilize long DNA molecules (i.e., gene templates) with sub-micrometer resolution and high densities. With this technique, a two-stage gene cascade was built, in which proteins are synthesized at one location, and then diffuse to regulate the synthesis of another protein at a second site. Cell-free transcription/translation reactions based on localized gene templates can be coordinated and cascaded in place and time.

Although this approach allows for cell-free gene expression in a more controlled manner, the in vitro synthetic gene circuits realized so far rely on protein-based regulation and thus the comparatively complex translation machinery. The use of poorly characterized cell extracts makes it difficult to describe these artificial systems using a theoretical, component-oriented model, and quantitative predictions of circuit behavior have not been possible so far.

One possibility to overcome this obstacle for a quantitative treatment is to further reduce the number of components of the synthetic biochemical systems. As will be described in the next section, it is possible to construct simple gene regulatory circuits almost exclusively based on DNA and RNA, in which RNA itself is used as a transcriptional regulator. These circuits function on a transcriptional level and therefore do not require translation of RNA into proteins.

In principle, it should be possible to use these systems as simple models of biological control circuits, integrating elements acting as molecular sensors, signal transducers, genetic regulators, and also mechanical and chemical actuators. In an RNA-based system, the sensors and transducers could be RNA aptamers, allosteric ribozymes, and rationally designed molecular logic gates; the genetic regulators could be transcriptional variants of riboswitches and riboregulators; the chemical actuators could be ribozymes, and the mechanical actuators could be RNA nanodevices and self-assembling molecules. RNA components can be synthesized from DNA “construction genes” by an RNA polymerase, while “control genes” can determine which components are expressed as a function of molecular inputs and RNA regulators - thus, the general scheme of Fig. 1 could be employed using DNA, RNA molecules and transcriptional regulation alone. Due to the reduced number of components in such systems, accurate computational prediction of their behavior should be feasible and may also be used to improve their design.

An RNA-based bistable circuit in vitro
Theoretical work on transcriptional circuits has shown that in vitro systems containing only DNA, RNA, RNA polymerase, and ribonucleases can in principle be used to implement arbitrary circuit functions using RNA transcripts directly as regulators (Kim et al., 2004). Thus a full transcription/translation system, which contains roughly 100 proteins, may not always be needed. Recent experiments have indeed shown that rationally designed transcriptional elements can regulate each other (Kim et al., 2006). The basic switching principle employed by Kim et al. is depicted in Fig. 2(A): double-stranded “gene” templates are constructed, in which one of the DNA strands contains a nick in the promoter region. Transcription from such a split promoter is slightly re-
produced, but still efficient. Hybridization of an RNA repressor molecule with one of the promoter strands results in a gene template with an incomplete promoter region. Hence, in this situation transcription is turned OFF. Using feedback, this switching principle can be used to realize a simple bistable reaction network: The RNA molecules transcribed from gene Sw_{21} can switch off gene Sw_{12}, and RNA transcribed from Sw_{12} can switch off Sw_{21}. RNA molecules in DNA/RNA hybrid intermediates are degraded by RNase H. The total network has two stable states: either all of the genes Sw_{21} are ON and all of the Sw_{12} are OFF, or vice versa.

To demonstrate that this switch design is modular with programmable connectivity, Kim et al. constructed a simple in vitro bistable circuit [Fig. 2(B)]. In this circuit, two transcriptional switches (Sw_{12} and Sw_{21}) are connected by mutually inhibitory links. In the “ON state” of a source template, RNA polymerase is able to synthesize a repressor signal (RNA transcript Sw_{12} or Sw_{21}), which suppresses transcription from the other template (turning it into the “OFF” state). Total transcript concentrations are adjusted by balancing their rate of production and degradation. In the correct parameter region, this feedback circuit has been experimentally shown to exhibit bistable behavior as designed.

**Genes for controlling nanodevices**

As suggested in Fig. 1, RNA produced from synthetic “genes” may be utilized to drive and control RNA or DNA-based nanodevices. Dittmer et al. (Dittmer et al., 2005) presented the first of such systems in which a fusion of DNA nanotechnology with ideas from synthetic biology was attempted. To this end, a previously introduced DNA nanodevice—so-called DNA tweezers (Yurke et al., 2000)—was operated with RNA effectors rather than DNA “fuel molecules.” The production of the RNA control molecules from artificial gene templates was put under the control of standard regulatory elements taken from the SOS regulon and the lac operon. In Fig. 3, the operation scheme for the gene-controlled closing of DNA tweezers is depicted. In this case, an operator sequence for the repressor protein LacI was put downstream of the promotor sequence, switching OFF transcription of the RNA effector in the presence of LacI. Addition of an inducer molecule (the lactose analogue isopropylthiogalactoside) activated transcription, resulting in a closing of the DNA tweezers by the RNA effectors. This is an example how the response of a molecular machine to environmental changes could be programmed using gene regulatory mechanisms. More generally, genetic mechanisms could be used to coordinate the production and action of nucleic acid nanodevices working in concert, switching them on and off on demand. Obviously, it should be possible to...
control the behavior of DNA or RNA nanodevices also by purely transcriptional circuits such as that by Kim et al. discussed in the previous paragraph.

Potentially, the action of DNA or RNA devices could also be coupled to naturally occurring RNA molecules such as mRNA or microRNA. As an example, it is conceivable that these RNA molecules are utilized to trigger the release of a protein from an aptamer-based nanostructure (Dittmer et al., 2004; Beyer and Simmel, 2006).

Artificial development

One of the goals of bionanotechnology is the production of complex structures and materials using biomolecular self-assembly. As mentioned above, “simple” self-assembly based on molecular recognition alone may not be capable of producing all desired structures. For example, it may be necessary to assemble molecular structures in a certain spatial and temporal order.

Similar problems are studied in developmental biology, and it is indeed tempting to think about artificial developmental systems for the assembly of synthetic structures. In biologically motivated work, Isalan et al. recently engineered synthetic spatio-temporal gene networks to emulate Drosophila embryonic pattern formation (Isalan et al., 2005). Embryonic cells were modeled using “gene”-coated paramagnetic beads held in place by magnets in a reaction chamber, forming a spatially extended expression network. In the network, gradients of activators (in this case simply RNA polymerases) were generated from localized sources, switching on bead-immobilized genes for repressor proteins. Diffusion of the repressors led to a spatial modulation of gene expression patterns. Different network connectivities resulted in distinct transitory expression domain patterns, resembling gap formation in the Drosophila embryo. Obviously, the above-mentioned chip-based expression system (Buxboim et al., 2007) should also be of great interest for the study of spatio-temporal effects and the realization of synthetic developmental systems in vitro.

A different – in vivo – approach towards artificial pattern formation was taken by Weiss and co-workers (You et al., 2004). They generated an artificial gene network which responded to the presence of a diffusible inducer (acylhomoserine lactone, taken from a quorum sensing system) within a certain concentration range—a genetic “band detector.” The band detector was implemented in E. coli and the bacteria were grown as a cell lawn in a Petri dish. Diffusion of the inducer from localized sources selectively turned on expression in bacteria within the “correct” concentration band and thus led to spatial patterning of the biofilm.

In the context of pattern formation, it would be extremely interesting to study spatio-temporal effects induced by temporally varying chemical “sources.” For instance, genetic oscillators or pulse generators (Basu et al., 2004)—or simpler chemical analogs thereof—could be used to induce spatial patterns via reaction diffusion. In fact, genetic oscillators are discussed as one potential source of segmentation in arthropods (Peel et al., 2005). In more nanotechnology-oriented work along these lines, it has been previously shown that reaction-diffusion systems can be used to produce micro- and even nanoscale patterns (Grzybowski et al., 2005). In the context of DNA nanotechnology it was demonstrated that chemical oscillators can drive DNA conformational changes (Liedl et al., 2006).

Artificial cells

In most of the work on synthetic biosystems mentioned so far, the emphasis was put on single components or modules studied in vitro. For a variety of reasons, it would be extremely interesting to encapsulate these components within artificial cell-like compartments (Szostak et al., 2001; Pohorille and Deamer, 2002; Luisi et al., 2006; Forster and Church, 2006; Murtas et al., 2007). Due to the limited diffusion space, reaction kinetics could be faster and reaction products would not be lost by diffusion—an attractive aspect for nanoscale synthesis. Internal organization of the compartments by supramolecular scaffolds could be used for localized production and the realization of micron-scale assembly lines. If continuous supply of nutrients and disposal of waste products over the compartment boundaries was achieved, the system could be permanently held out of equilibrium. If self-reproduction and some sort of genetic variation could be employed, evolutionary aspects could be studied or even technologically utilized. Finally, small compartments could be used to study stochastic effects on the performance of artificial gene networks, e.g., whether they are robust with respect to fluctuations in enzyme numbers.

Pohorille and Deamer proposed a list of desirable properties for an artificial cell (Pohorille and Deamer, 2002): an information-carrying polymer, such as a nucleic acid, must be synthesized by a template-directed polymerization reaction that occurs in a membrane-bound volume; the monomers of the polymer must be provided externally and transported across the membrane boundary to support the replication process; other small molecules or ions needed for biosynthetic reactions must be delivered from the environment; an external source of chemical energy must be available to drive the biosynthetic reactions. Catalysis, replication and growth must be well regulated so that none of the processes lags behind or gets far ahead of other processes in the cell.

Presumably, the artificial cell “interior” can be constructed similarly to the synthetic biochemical networks mentioned before. As for the encapsulation itself, a very promising approach to mimic a cell-like environment is found in the preparation of lipid bilayer vesicles. First preparations of lipid vesicles date back to the 1960s (Bangham et al., 1965). Thereafter a number of different vesicle types have arisen like small unilamellar vesicles with dimensions
from 25 to 100 nm), large unilamellar vesicles with dimensions between 100 nm and 1 μm, and finally giant unilamellar vesicles (GUVs) with dimensions up to 50 μm (Dimitrov and Angelova, 1986; Dimova et al., 2006). An example from our lab for a giant unilamellar vesicle filled with DNA molecules is shown in Fig. 4.

Gene expression in artificial cells

One step towards assembly of an artificial cell was recently presented by Noireaux et al. (Noireaux and Libchaber, 2004; Noireaux et al., 2005). In this work, a cell-free expression system from E. coli was encapsulated in a lipid vesicle to form a bioreactor. Microdroplets were produced in an oil/water emulsion and transferred into a feeding solution containing ribonucleotides and amino acids. By doing so, a bilayer was formed and the transcription-translation system together with gene plasmids were isolated in vesicles.

In contrast to in vitro expression experiments in bulk solution, where synthesis of enhanced green fluorescent protein stopped after 2 h, expression time was prolonged in the vesicles for up to 5 h, which is due to the continued supply of the transcription-translation machinery with nutrients through the permeable vesicle membrane.

To solve the problem of limited energy and material resources, Noireaux and Libchaber went even further (Noireaux and Libchaber, 2004). One of the genes encapsulated in the vesicle bioreactor coded for a pore-forming protein (α-hemolysin). After expression inside the vesicle, the protein pores incorporated into the membrane, which increased its selective permeability for nutrients and released osmotic stress. With this “trick,” the vesicle bioreactor sustained expression for up to four days with a maximum protein production of up to 30 μM.

Stochastic effects in artificial cells

One of the motivations for the construction of synthetic biosystems with a reduced number of components is the prospect of a quantitative description of their behavior. All of the systems’ parameters are supposed to be known, and some of them can even be set or varied deliberately. A deterministic description of chemical reaction systems is based on the assumption that concentrations can be treated as continuous variables, whereas the time evolution is governed by a set of coupled ordinary differential equations, the reaction rate equations. Studying synthetic reaction networks in small compartments like vesicles or micelles, however, will inevitably lead to the occurrence of stochastic effects, as some of the reactants will only be present at low copy numbers (Gillespie, 1977). One then has to consider discrete molecule numbers, and the chemical reaction network has to be treated as a stochastic process. Number fluctuations are expected to be significant in small systems and may strongly influence the overall behavior of the networks.

As a simple example for stochastic effects in a synthetic gene network, the influence of low copy numbers on the behavior of the in vitro bistable switch introduced above (Kim et al., 2006) will be discussed here briefly. Typical reactant concentrations for the bistable switch are in the 1–100 nM range. Assuming a reaction volume of 10 fl (for a vesicle with a diameter of 2.5 μm), typical reactant numbers are between 5 and 500.

Based on the rate equations given in Kim et al., 2006, we simulated the behavior of the bistable switch both deterministically and stochastically (Fig. 5). The deterministic simulations shown in Fig. 5(A) were performed using the built-in ODE solver of the pathway simulation package COPASI (Hoops et al., 2006). Stochastic simulations [Figs. 5(B) and 5(C)] of the bistable switch were programmed in MATLAB based on the Gillespie algorithm (Gillespie, 1977; Gibson and Bruck, 2000). Parameters, concentrations and rate constants for the deterministic simulation were chosen in accordance with Kim et al., 2006, the corresponding parameters for the stochastic solver were adjusted for a reaction volume of 10 fl. Figure 5(A) shows the evolution of concentrations of switches Sw12 and Sw21 in the “ON” state [cf. Fig. 2(B)] for initial conditions for which the stable configuration is (Sw12 OFF/Sw21 ON). Obviously, the behavior of both deterministic and stochastic solutions is qualitatively similar in this case and stochasticity mainly results in “noise” added to the traces [cf. insets of Figs. 5(A) and 5(B)]. However, when a number of trajectories is calculated using the stochastic model, a wide variation of the “switching times” is found, i.e., the time at which the system locks into its stable con-
TOWARDS IN VIVO IMPLEMENTATION OF DNA NANODEVICES

In vivo implementation of artificial nanodevices differs from the pure “bottom up” approach to biological nanotechnology as it utilizes already existing, living biological machinery—with their incompletely known inner workings. Nevertheless, in vivo operation of synthetic molecular devices may represent a faster road to successful applications than the cumbersome and extremely challenging construction of artificial cell-like systems.

In vivo implementation of molecular devices based on DNA or RNA is conceivable in two very different ways: in vitro preparation and chemical modification of nanodevices, followed by packaging and delivery; or transfection of cells with artificial genes containing the blueprint and instructions for the nanodevices (cf. Fig. 1). Whereas several nanomechanical devices based on DNA have been operated using RNA effectors in vitro (Dittmer and Simmel, 2004; Dittmer et al., 2005; Zhong and Seeman, 2006), delivery or in vivo assembly of such structures has not yet been attempted. For in vivo assembly, nanodevices based on intramolecularly folded single strands are favorable. An example for that are so-called “intramers” (Famulok et al., 2001; Famulok and Mayer, 2006). These are intracellular RNA aptamers, which are produced from an engineered expression system, which is transfected into live cells. Intramers have already been demonstrated to be useful in targeting disease-related proteins in vivo. A similar approach is conceivable for other RNA-based nanodevices. As for in vivo production of RNA-based nanostructures, the tRNA-technique mentioned above may be of great use (Ponchon and Dardel, 2007). In general, however, it may not be straightforward to transfer DNA-based in vitro technology to RNA-based in vivo systems. Currently, computational tools are being developed to support RNA-based nanoconstruction (Yingling and Shapiro, 2007). An overview of potential applications of DNA-based nanodevices in vivo and challenges for their implementation has been recently given in Simmel, 2007.

In the remaining paragraphs, we will briefly discuss two recent examples, where in vivo synthetic biosystems have been engineered very much in the spirit of DNA nanotechnology: artificial riboregulators, and in vivo computers based on RNA interference.

Artificial riboregulators

A few years ago, “riboswitches” have been found to play an important role in gene regulation in bacteria (Mandal and Breaker, 2004). Riboswitches are natural RNA aptamer structures incorporated into mRNA transcripts. Depending on the presence or absence of the aptamer target molecules, the transcripts may adopt one of several alternative conformations. Depending on the conformation, transcription may be terminated, or translation of mRNA into protein may be inhibited. In this way, riboswitches exert genetic control on
the transcriptional or translational level. It has been shown that cells perform complex tasks such as logical computations using riboswitch circuits (Sudarsan et al., 2006). As has been discussed in the previous paragraphs, switchable structures made from DNA and RNA are a central topic in DNA nanotechnology, and coupling these switches to gene regulation has been attempted in a variety of different ways. In this sense, the construction of artificial riboswitches very well represents a fusion of ideas from DNA nanotechnology and synthetic biology. In fact, artificial riboregulators have been recently devised and implemented in prokaryotic (Isaacs et al., 2004) and also eukaryotic (Bayer and Smolke, 2005) cells. For example, Isaacs et al. constructed partly self-complementary mRNA molecules, which folded back onto themselves in such a way that the ribosome binding site was blocked, and hence translation was inhibited. This strategy for post-transcriptional regulation had been found before in natural riboswitches.

In vivo computing

Another form of regulatory RNA are microRNAs, which are components of the natural RNA interference (RNAi) machinery (Hannon, 2002). In RNAi, a gene silencing process is triggered by the presence of double-stranded RNA molecules, which are cleaved by the enzyme Dicer into short RNA duplexes—so-called short interfering RNAs (siRNA). One of the RNA strands contained in the siRNA duplex is bound by the so-called RNA-induced silencing complex, which induces site-specific degradation of mRNAs containing a complementary sequence. Excitingly, this natural RNAi process can be used to knock down genes using synthetic siRNA molecules (Elbashir et al., 2001). Shortly after the discovery of RNAi, it was found that also endogenous regulatory RNA molecules exist—so-called microRNAs (He and Hannon, 2004). Recently, Benenson and colleagues utilized the RNAi process to perform logical computations in vivo (Rinaudo et al., 2007). To this end, the computation was implemented into genes, whose expression was regulated by natural microRNAs. A reporter gene (coding for a fluorescent protein) was only expressed, when a certain logical combination of several endogenous molecular inputs was present in vivo. Hence, the fluorescence of the modified organisms represented their current logical “molecular state.” Apart from computing, microRNAs quite generally seem to be prime candidates for coupling artificial DNA or RNA-based nanodevices to life processes in vivo.

CONCLUSION

Bionanotechnology, and DNA nanotechnology in particular, aims at the construction of artificial molecular structures and machines from biomolecules, utilizing self-assembly and self-organization phenomena. In fact, DNA and RNA molecules have been successfully harnessed to realize a variety of supramolecular structures, nanomechanical devices and molecular computers.

Transcending the potential of “simple” molecular self-assembly, however, many other properties of biological systems would be desirable for technological systems, for example, environmental responsiveness, robustness, fault tolerance and self-healing, self-reproduction, evolvability, growth and differentiation. Some of these properties can probably only be realized in compartmentalized nonequilibrium systems containing complex molecular interaction networks.

As demonstrated in this perspective, there have recently been many efforts to integrate components developed in DNA nanotechnology into larger networks. The genetic nature of its “building materials,” DNA and RNA, makes DNA nanotechnology compatible with genetic processes. Genes may be used to produce RNA structures, gene regulation may be used to control nanodevices or to feed molecular computers, and in turn DNA or RNA switches may be used for unconventional gene regulatory processes.

Integration of DNA or RNA-based systems is possible both in vitro and in vivo. In vitro, there have been efforts to incorporate synthetic gene networks within artificial cell-like compartments, but there are also efforts to directly operate nucleic acid devices in live cells. Here utilization of riboregulators and RNAi processes seem particularly promising. In either case, stochastic effects are expected to play an important role in systems behavior and will have to be considered for stable operation of artificial biosystems in small compartments.

The research trends surveyed in this perspective indicate that part of the current efforts in DNA nanotechnology and DNA computing will be absorbed in a future synthetic biology. But the relationship between nanotechnology and synthetic biology is mutual (Ball, 2005). Current DNA nanotechnology offers components and concepts for synthetic biology. On the other hand, synthetic biology could be the ultimate “bionanotechnology.”
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